High Opportunity Cost Demand as an Indicator of Weekday Drinking and Distinctly Severe Alcohol Problems: A Behavioral Economic Analysis
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Introduction: Behavioral economic theory views addiction as a reinforcer pathology characterized by excessive demand for drugs relative to alternatives. Complementary to this theory, Lamb and Ginsburg (Pharmacology Biochemistry and Behavior, 164, 2018, 62) describe addiction as a behavioral allocation disorder and predict that decisions to drink under increasingly stringent constraints are a central indicator of addiction. This study used a modified demand-curve paradigm to examine alcohol demand in the context of a next-day contingency (high opportunity cost demand) as a specific indicator of a severe pattern of alcohol problems.

Methods: Participants were 370 undergraduates (61.1% female, 86.5% white, $M_{age} = 18.8$) reporting multiple past-month heavy drinking episodes (5/4 drinks per occasion for men/women) who completed 2 versions of an alcohol purchase task (APT), along with measures of past-month alcohol use and problems. In 1 APT (low opportunity cost), students imagined they had no next-day responsibilities, and in the other APT (high opportunity cost), they imagined having a 10:00 AM test the next day. Item-response theory analyses were used to determine mild and severe alcohol problems from the Young Adult Alcohol Consequences Questionnaire (Journal of Studies on Alcohol, 67, 2006, 169), and the most and least severe binge drinking days throughout the week.

Results: Low opportunity cost demand ($\beta = 0.15, p = 0.02$) significantly predicted beyond high opportunity cost demand for the least severe problems, and high opportunity cost demand ($\beta = 0.17, p = 0.009$) significantly predicted beyond low opportunity cost demand for the most severe problems. Similarly, low opportunity cost demand ($\beta = 0.26, p < 0.001$) was more highly associated with weekend drinking, whereas high opportunity cost demand ($\beta = 0.21, p = 0.001$) was more highly associated with weekday drinking.

Conclusions: The current results suggest high opportunity cost alcohol demand is a distinct marker of severe alcohol problems among college student heavy drinkers.
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other available activities (Rachlin, 1997). Individuals who drink heavily may underengage in alternatives to drinking because the benefits of these activities are generally delayed. Although the value of all rewards decreases as their receipt is temporally delayed, there are individual differences in the degree that delayed rewards are discounted, and this discounting phenomenon may be a key indicator of problematic drinking (Bickel et al., 2014; Lemley et al., 2016). Generally, the rewarding effects of alcohol (e.g., acute anxiety reduction, euphoria, social facilitation) are experienced immediately compared to most alternative activities whose rewards are delayed (e.g., studying to get a good grade or completing an internship to obtain a job; Müller and Schumann, 2011). Individuals with greater discounting of delayed rewards may allocate more behavior toward immediately reinforcing activities such as consuming alcohol (MacKillop et al., 2011; Petry, 2001).

Consistent with behavioral economic theory, recent work has proposed that addiction can be conceptualized as a “behavioral allocation disorder” (BAD), such that the reward value of the drug (e.g., alcohol) exceeds that of available alternatives, causing a disproportionate level of resource allocation to alcohol-related activities compared to alcohol-free activities (Lamb and Ginsburg, 2018). One key prediction of this model is that heavy alcohol use is more likely in contexts in which alcohol is readily available and there are few constraints on its use, and less likely when there are important constraints on use (e.g., social, educational, legal, or other personal consequences resulting from heavy drinking). However, although most individuals drink substantially less when the face of constraints (Berman and Martinetti, 2017; Gilbert et al., 2014; Skidmore and Murphy, 2011), many do not, and drinking that persists in the face of constraint may be especially indicative of uncontrolled and problematic drinking (Ginsburg et al., 2012; Murphy et al., 2014).

Alcohol Demand

Demand is a behavioral economic index of reward value that reflects the level of motivation or desire to possess a good or service (in this case, buying alcohol). Alcohol demand curves can be estimated from hypothetical self-reported alcohol purchase tasks (APTs; Amlung et al., 2012; Amlung and MacKillop, 2012; Murphy et al., 2009; Murphy and MacKillop, 2006) in which the participant specifies how much alcohol they would purchase and use across a range of prices. The demand curve provides a formal approach to quantifying demand by plotting consumption and expenditures related to a reinforcer as a function of price (Hursh and Silberberg, 2008). These curves can be used to quantify differences in how much participants would consume given unrestricted or free access to alcohol (intensity), how much money they would spend on alcohol ($O_{max}$), and the extent to which their consumption level is price sensitive (elasticity). Recent work has explored alternative quantifications of alcohol demand that utilize area-under-the-curve (AUC) functions to describe the overall degree of demand for alcohol (Amlung et al., 2015). These drug purchase tasks yield reliable and valid reward valuation indices that are correlated with laboratory-based consumption and with other indicators of problem severity among young adults, across a variety of substances (Zvorsky et al., 2019), levels of severity, and response to treatment (Aston et al., 2016; Bertholet et al., 2015; Koffarnus and Woods, 2013). Demand for alcohol is also malleable in response to a variety of contextual factors. For example, in 1 laboratory study, alcohol cues significantly increased craving and demand for alcohol relative to neutral cues (MacKillop et al., 2010; b), and another study found a similar effect for a laboratory stress induction manipulation (Amlung and MacKillop, 2014). Experimental studies also suggest that alcohol demand can be reduced by pharmacological (Bujarski et al., 2012) and behavioral interventions (Dennhardt et al., 2015).

As discussed in BAD theory (Lamb and Ginsburg, 2018), heightened price is one form of constraint placed on substance use. Indeed, it has long been known that drink price modulates drinking behavior (Babor et al., 1978), and alcohol taxes show robust epidemiological evidence of this fact (Elder et al., 2010). However, there are contextual constraints other than price that also exert significant influence on drinking decisions. Several previous studies have used modified APTs to examine the impact of next-day responsibilities on alcohol demand (e.g., the number of drinks college students would purchase if they have class the following day; Berman and Martinetti, 2017; Gentile et al., 2012; Gilbert et al., 2014; Skidmore and Murphy, 2011). The next-day responsibility paradigm can be conceptualized either as an indirect method of increasing the latent price (opportunity cost) of drinking or as a (delayed) alternative reinforcer that could serve as a substitute for drinking. This modification allows the APT to capture variability both in the price sensitivity of drinking and in the degree to which decisions related to drinking are sensitive to other competing demands. These studies suggest that a variety of next-day responsibilities can reduce alcohol demand (classes, work, volunteer obligations), with the largest reduction occurring for internships and course examinations occurring in the early morning the day after a drinking event (Berman and Martinetti, 2017; Gentile et al., 2012; Gilbert et al., 2014; Skidmore and Murphy, 2011). Importantly, despite strong overall reductions, there appear to be individual differences in the extent to which demand is sensitive to the presence of a next-day responsibility (Murphy et al., 2014; Skidmore and Murphy, 2011). However, no study to date has examined the possible differences in predictive utility of alcohol demand under different conditions in predicting differential types of drinking patterns and problems.

Present Study

The present study sought to test a specific tenet of BAD theory (Lamb and Ginsburg, 2018) that complements a broader behavioral economic view of addiction that suggests
decisions surrounding drinking in the face of constraints are more indicative of severe problems than without competing constraints (other than drink price). We examined alcohol demand under low opportunity cost (no next-day responsibilities) and high opportunity cost (a competing next-day responsibility) conditions. The current study also examined which days of the week were indicative of severe patterns of drinking, and which alcohol problems were indicative of the greatest latent severity of alcohol problems.

Recently, Boness and colleagues (2019) demonstrated that different criteria of AUD among college student drinkers were not equivalent indicators of severity of an AUD diagnosis. This means that the severity thresholds employed using counts of DSM-5 criteria (e.g., <2 symptoms = healthy, 2 to 3 symptoms = mild, 4 to 5 symptoms = moderate, 6 + symptoms = severe) may not map well onto the latent severity dimension of alcohol problems (Cooper and Balsis, 2009; Lane and Sher, 2015). Using item-response theory (IRT), one can extract information about the “difficulty” of an item in relation to the total score (in this case, the difficulty parameter can be used to deduce how severe a specific AUD criterion is in relation to the total symptomatology of AUD). Relatedly, individual AUD symptoms along this severity continuum (established by the difficulty parameter identified in an IRT model) also demonstrate differential relations to broader externalizing psychopathology (McDowell et al., 2019). The implication of these findings is that individual items on an alcohol problems measure that have varying degrees of severity may relate to different psychological risk processes, partly influenced by the differential psychometric properties of the dependent variable (IRT-difficulty). Thus, the current work employed IRT analyses to determine which alcohol problems served as indicators of the most and least severe latent alcohol problems dimension.

**Hypotheses.** We hypothesize that: (i) consistent with prior literature (Gentile et al., 2012; Murphy et al., 2014; Skidmore and Murphy, 2011), placing an opportunity cost on drinking would reduce alcohol demand; (ii) both low opportunity cost and high opportunity cost demand would be related to overall level of drinking and alcohol problems; (iii) low opportunity cost demand would be a better predictor of lower-level (“mild”) alcohol problems and drinking on the weekends (when there are typically no academic/professional next-day responsibilities); and (iv) high opportunity cost demand would be a better predictor of higher-level (“severe”) alcohol problems and drinking on the weekdays (when there are typically significant next-day responsibilities, such as the test referenced in that version of the APT).

**MATERIALS AND METHODS**

**Participants**

Participants were 393 college students in their freshman or sophomore years who reported recent heavy drinking episodes and were enrolled in a larger alcohol brief intervention trial (the current paper used baseline data that were collected prior to this brief intervention; see Murphy et al., 2019 for more details). Participants were recruited from undergraduate classes or via campus-wide email solicitations at 2 large public universities. Participants were compensated $25 for completing the baseline appointment or received extra credit if enrolled in a psychology course. Participants were not seeking, nor mandated to, alcohol treatment at the time of study enrollment. Thirteen participants could not be included in the inferential analyses due to an inability to calculate their demand-curve data in one of the 2 APTs, stemming from the data being deemed as nonsystematic (specifically, exceeding threshold for reversals and AUC metrics could not be computed due to insufficient data points due to only one nonzero response) according to the algorithm detailed in Stein and colleagues (2015). Additionally, 10 more participants did not have data for the relevant covariates (age and gender), and thus were dropped from inferential analyses. This resulted in a final analysis sample size of 370, who were largely female (61.1%), recruited relatively equally from each of the 2 universities (53.8%, 46.2%), and of expected age for college freshmen and sophomores ($M_{age} = 18.75, SD = 1.03$).

**Procedure**

All procedures were approved by both universities’ Institutional Review Boards. To determine study eligibility, participants completed a brief screening questionnaire. Eligibility criteria included the following: (i) enrolled in school full-time in their first or second year, (ii) working less than 20 hours a week, and (iii) 2 or more heavy drinking episodes in the past month (5/4 drinks for men/women). Eligible participants completed all assessment measures during individual research appointments conducted at an on-campus research laboratory.

**Measures**

**Alcohol Consumption.** Typical weekly alcohol consumption was obtained using the Daily Drinking Questionnaire (DDQ; Collins et al., 1985). The DDQ asks participants to recall the number of drinks they consumed each day in a typical week in the past month, and responses are summed to obtain the weekly total. The DDQ is a reliable and valid measure of typical weekly drinking (Kivlahan et al., 1990). Additionally, drinks consumed on each of the 7 days of the week used to make the total typical weekly drinking score will also be separated into more specific scales based on results of the below-described IRT analyses.

**Alcohol Demand.** Demand metrics were collected using the APT (Murphy and MacKillop, 2006). The APT asks participants how many drinks they would purchase and consume at 17 prices ranging from $0 to $20 per drink in a hypothetical situation. The APT yields purchase estimates that are reliable (Murphy et al., 2009) and highly correlated with laboratory-based alcohol purchases (Amlung et al., 2012). In the current study, 2 APTs were administered; the first involved no next-day responsibilities (termed “low opportunity cost demand” henceforth), while the second asked participants to purchase hypothetical drinks imagining they had a test the next morning at 10:00 AM worth 25% of their grade in the class (termed “high opportunity cost demand” henceforth). Thirteen participants could not be included in the inferential analyses due to an inability to calculate their demand-curve data in one of the 2 APTs, stemming from the data being deemed as nonsystematic (specifically, exceeding threshold for reversals and AUC metrics could not be computed due to insufficient data points due to only one nonzero response) according to the algorithm detailed in Stein and colleagues (2015). Additionally, 10 more participants did not have data for the relevant covariates (age and gender), and thus were dropped from inferential analyses. This resulted in a final analysis sample size of 370, who were largely female (61.1%), recruited relatively equally from each of the 2 universities (53.8%, 46.2%), and of expected age for college freshmen and sophomores ($M_{age} = 18.75, SD = 1.03$).
Contingent on evidence of overall demand elevation (using AUC), exploratory follow-up analyses were conducted on each of the 4 demand indices derived from the APT. These indices have shown consistent associations with alcohol use, problems, and response to treatment (Murphy et al., 2015).

**Alcohol Problems.** Alcohol problems were assessed using the 48-item Young Adult Alcohol Consequences Questionnaire (YAAQ-C; Read et al., 2006). This scale assesses a broad array of problems due to alcohol use that are most applicable to a young adult drinking context. It is widely employed in research on young adult drinking (e.g., Read et al., 2008). It displays impressive reliability (α = 0.89, omega [ω] = 0.89 in the current sample) and very good criterion validity (e.g., to other alcohol problems inventories and quantity/ frequency drinking measures; Read et al., 2006, 2007). Additionally, specific alcohol problems used to make the YAAQ-total score were separated into more specific scales based on results of the below-described IRT analyses. Notably, the IRT employed in the current work was not meant to redefine subscales of the YAAQ-C, but instead identify and quantify a severity dimension using an established unidimensional measure.

**Data Analysis Plan**

AUC values were generated using GraphPad Prism (version 6). The area under the demand curve represents total drinks purchased across all prices. The total curve area can be defined as the AUC value when the maximum consumption value across all prices is entered at each price. An AUC value for each individual can be divided by total maximum AUC to generate proportionate AUC, with larger AUC values reflecting greater demand. For a more thorough explanation of how AUC values are calculated, see Amlung and colleagues (2015). Intensity is the level of consumption when price is minimized (i.e., free). Breakpoint is the price associated with total suppression of consumption. Omax is the amount of maximum expenditure (product of price and consumption). Elasticity represents the sensitivity to price, for example, the rate at which consumption falls as price increases, according to an exponentiated curve (Koffarnus et al., 2015). A paired-sample t-test was then conducted on the low opportunity cost and high opportunity cost demand metrics to examine sample-level reductions in alcohol demand as a function of a next-day responsibility.

Outliers in the DDQ-total and YAAQ-total scores were identified using the value of the median ± 2.5 interquartile ranges, and then, outliers were winsorized to 1 unit above the highest nonoutlying value. This method was utilized due to the fact that outliers exert influence over common metrics for determining outliers, such as the mean and standard deviation, whereas outliers have less leverage over the median and interquartile ranges (Donoho and Huber, 1983). After correcting for outliers, neither the DDQ nor YAAQ-total scores exhibited significant amounts of skew or kurtosis (i.e., ± 2; Trochim and Donnelly, 2006).

**Item-Response Theory Analyses**

IRT is a set of methodological tools that serve to examine the psychometric properties of a measure in a very different way from classical test theory (for further IRT details, see Hambleton and Swaminathan, 2013). IRT models in the current work were implemented using the “ltm” package (Rizopoulos, 2006) in R v3.5.1 (R Core Team, 2018). One key factor for the current work is that IRT assumes that different items of a test are more or less informative for individuals at different levels of the very continuum being defined by that test, termed “theta.” Thus, examining the point along the dimension of theta where items are maximally informative can yield insight into which alcohol problems are most or least severe—as indicated by the opposing ends of the “difficulty” parameter in IRT models. One of the assumptions of IRT models is that the indicators are drawn from a unidimensional model. This assumption was empirically tested using a modified parallel analysis (Drasgow and Lissak, 1983), which simulates eigenvectors from unidimensional latent models with the number of indicators specified in the IRT model and compares the second eigenvalue from the simulated data to the second eigenvalue from the observed data to determine if a second factor is present.

A 1-PL IRT model was conducted on the 7-item DDQ (corresponding to the 7 days of the week). To fit a 1-PL model, number of drinks per day was dichotomized according to the standard binge episode criteria (4/5 drinks for women/men). The 2 lowest-demand binge drinking days were then selected to form the “DDQ-mild” scale (indicative of the days where binge drinking was most common for everyone), and the 2 highest-demand days were selected to form the “DDQ-severe” scale (indicative of the days where binge drinking was least common for everyone). Then, a 1-PL IRT model was conducted on the 48-item YAAQ-C scale. This model specifies that each item in the scale is allowed to vary freely in terms of difficulty (where along the latent dimension this item yields the most information), but the discrimination (the amount of information this item yields at the above-described difficulty level) parameter is constrained across items. The 10 lowest-demand items were then selected to form the “YAAQ-mild” scale, indicative of alcohol problems that are most informative for individuals low in total alcohol problems, and the 10 highest-demand items were then selected to form the “YAAQ-severe” scale, indicative of alcohol problems that are most informative for individuals high in total alcohol problems. Following this, the unique predictive value of low opportunity cost and high opportunity cost alcohol demand was examined in prediction of: (i) DDQ-total score, (ii) YAAQ-C-total score, (iii) DDQ-mild score, (iv) YAAQ-C-mild score, (v) DDQ-severe score, and (vi) YAAQ-severe score through use of hierarchical regressions, entering age, gender, and recruitment site as covariates in step 1 and the demand variables in step 2. Following the test of overall demand effects (using AUC), we included individual demand metrics as exploratory analyses whose long-run error rate is controlled via the false discovery rate (FDR; Benjamini and Yekutieli, 2001) to probe these effects further to understand which mechanisms of elevated demand are responsible for the observed AUC effects.3

---

3IRT models also yield a “discrimination” parameter, which refers to the amount of information yielded at the point along the theta dimension where an item yields maximal information (e.g., the difficulty parameter). Given that the focus of the current work is only about severity of item and not about the psychometric properties of the YAAQ-C itself (which have been reported elsewhere; see Read et al., 2007), a 1-parameter logistic (1-PL) model was used, which holds the discrimination parameter constant across items, only allowing them to vary in terms of difficulty.

4We did not have specified a priori hypotheses about differential effects of individual demand indices (intensity, breakpoint, Omax, and elasticity). Elasticity cannot be computed for individuals with fewer than 3 data points, so the sample size utilized for elasticity analyses will be reduced to only those individuals without all-0 responses on the high opportunity cost APT (N = 309).
RESULTS

Descriptive Statistics

On average, participants reported consuming 17.23 (SD = 12.31) standard drinks per week over the previous month. Participants also experienced an average of 13.23 (SD = 7.89) alcohol problems over the previous month. Alcohol demand in a low opportunity cost context (no next-day responsibilities) and alcohol demand in a high opportunity cost context (presence of a next-day responsibility) were correlated, $r = 0.61$, $p < 0.001$. A paired-sample t-test demonstrated a within-subjects reduction in demand for alcohol from the low opportunity cost APT ($M_{AUC} = 0.056$, $t(369) = 22.09$, $p < 0.001$). This reduction was also reflected across all of the individual demand metrics: Intensity, $t(369) = 28.45$, $p < 0.001$; Breakpoint, $t(369) = 17.00$, $p < 0.001$; $O_{max}$, $t(369) = 10.93$, $p < 0.001$; and Elasticity, $t(308) = -3.52$, $p = 0.001$. See Fig. 1 for an illustration of the magnitude of this reduction sample-wide. Correlations among primary study variables are presented in Table 1.

Determination of Mild/Severe Drinking Days and Alcohol Problems

A 1-PL model was fit to the DDQ for each of the 7 days of the week. The modified parallel analysis indicated that the DDQ was unidimensional (second eigenvalue observed: 1.37, average of 100 simulated second eigenvalues: 2.17, $p = 0.96$). The 2 lowest-difficulty drinking days were determined using the difficulty parameter for binge drinking episodes, and these were Friday (difficulty = -0.69, $M_{drinks} = 5.95$, SD = 4.67, dichotomized endorsement rate = 71.8%) and Saturday (difficulty = -0.96, $M_{drinks} = 6.92$, SD = 5.84, dichotomized endorsement rate = 77.3%). The 2 highest-difficulty drinking days were determined using the same difficulty parameter, and these were Monday (difficulty = 3.94, $M_{drinks} = 0.28$, SD = 1.28, dichotomized endorsement rate = 1.8%) and Tuesday (difficulty = 4.36, $M_{drinks} = 0.20$, SD = 0.98, dichotomized endorsement rate = 1.6%). The total number of drinks consumed on the 2 lowest- and highest-difficulty days was summed together to form “DDQ-mild” and “DDQ-severe” variables to be used in subsequent analyses (as opposed to presence/absence of binge episodes).

A 1-PL model was fit to the YAACQ for each of the 48 alcohol-related consequences. The modified parallel analysis indicated that the YAACQ was unidimensional (second eigenvalue observed: 4.08, average of 100 simulated second eigenvalues: 3.63, $p = 0.19$). The 10 lowest-difficulty items were determined using the difficulty parameter, and the probability of endorsement of the specific item for the hypothetical person at the median of the latent continuum of alcohol problems is notarized as “$P(x = 1|z = 0)$.” For illustrative purposes, the 5 lowest-difficulty items were the following: “I have had a hangover (headache, sick stomach) the morning after I had been drinking,” difficulty = -1.43, $P(x = 1|z = 0) = 0.80$, observed sample endorsement rate = 76.8%; “While drinking, I have said or done embarrassing things,” difficulty = -1.22, $P(x = 1|z = 0) = 0.83$, observed sample endorsement rate = 77.8%; “I often drank more than I originally had planned,” difficulty = -0.57, $P(x = 1|z = 0) = 0.65$, observed sample endorsement rate = 63.0%; “I have awakened the day after drinking and found that I could not remember a part of the evening before,” difficulty = -0.36, $P(x = 1|z = 0) = 0.61$, observed sample endorsement rate = 59.5%; and “I have felt very sick to my stomach or thrown up after drinking,” difficulty = -0.29, $P(x = 1|z = 0) = 0.55$, observed sample endorsement rate = 55.4%. The 5 highest-difficulty items were the following: “I have gotten into trouble at work or school because of drinking,” difficulty = 6.50, $P(x = 1|z = 0) = 0.02$, observed sample endorsement rate = 1.9%; “I have felt like I needed a drink after I’d gotten up (that is, before breakfast),” difficulty = 4.54, $P(x = 1|z = 0) = 0.06$, observed sample endorsement rate = 7.3%; “I have been overweight because of my drinking,” difficulty = 3.98, $P(x = 1|z = 0) = 0.07$, observed sample endorsement rate = 8.4%; “I have injured someone else while drinking or intoxicated,” difficulty = 3.42, $P(x = 1|z = 0) = 0.03$, observed sample endorsement rate = 4.9%; and “As a result of drinking, I neglected to protect myself or my partner from a sexually transmitted disease or an unwanted pregnancy,” difficulty = 3.19, $P(x = 1|z = 0) = 0.06$, observed sample endorsement rate = 8.1%. The 10 lowest (items #1, 5, 7, 8, 10, 28, 29, 36, 37, and 46) and highest (items #9, 13, 16, 19, 22, 26, 38, 41, 42, and 44) difficulty items were summed together to form “YAACQ-mild” and “YAACQ-severe” variables to be used in subsequent analyses.

Daily Drinking Questionnaire

In a 2-step hierarchical regression with age, gender, and recruitment site entered in the first step, the inclusion of both low opportunity cost and high opportunity cost demand increased predictive power in prediction of typical weekly drinks (DDQ-total), $\Delta R^2 = 0.11$, $\Delta F(2, 364) = 24.83$, $p < 0.001$. The overall regression model was significant, $R^2 = 0.23$, $F(5, 364) = 21.35$, $p < 0.001$, and both low opportunity cost demand ($\beta = 0.18$, $p = 0.002$) and high

---

5The “DDQ-mild” composite correlated highly with the common quantification of the DDQ-total (the sum of all 7 days, including the days that make up the “DDQ-mild” composite), $r = 0.89$, but the “DDQ-severe” correlated substantially less, indicating more independence from the total score, $r = 0.39$.

6The “YAACQ-mild” composite correlated highly with the common quantification of the YAACQ-total (sum of all 48 items in the scale), $r = 0.86$, and the “YAACQ-severe” correlated with lesser magnitude, $r = 0.58$. See Table S1 for correlations among the mild and severe items sets with all subscales of the YAACQ.
opportunity cost demand ($\beta = 0.18, p = 0.002$) were significant individual predictors (Fig. 2).

This was probed further using the individual demand metrics, using the same covariates in the first step of each regression. The inclusion of both low opportunity cost and high opportunity cost intensity increased predictive power, $\Delta R^2 = 0.27, \Delta F(2, 364) = 81.66, \text{FDR } q < 0.05$, and only low opportunity cost intensity was a significant individual predictor ($\beta = 0.49, \text{FDR } q < 0.05$). The inclusion of both low opportunity cost and high opportunity cost breakpoint increased predictive power, $\Delta R^2 = 0.03, \Delta F(2, 364) = 7.42, \text{FDR } q < 0.05$, and only high opportunity cost breakpoint was a significant predictor ($\beta = 0.25, \text{FDR } q < 0.05$). The inclusion of both low opportunity cost and high opportunity cost elasticity increased predictive power, $\Delta R^2 = 0.03, \Delta F(2, 303) = 5.01, \text{FDR } q < 0.05$, and only low opportunity cost elasticity was a significant individual predictor ($\beta = -0.17, \text{FDR } q < 0.05$).

In prediction of the “DDQ-mild” composite (made up of total drinks on Friday and Saturday), the inclusion of both low opportunity cost and high opportunity cost demand significantly increased predictive power, $\Delta R^2 = 0.10, \Delta F(2, 364) = 21.93, p < 0.001$. The overall regression model was significant, $R^2 = 0.20, F(5, 364) = 17.87, p < 0.001$, and only low opportunity cost demand ($\beta = 0.26, p < 0.001$), but not high opportunity cost demand ($\beta = 0.08, p = 0.18$), was a significant individual predictor.

This was probed further using the individual demand metrics, using the same covariates in the first step of each regression. The inclusion of both low opportunity cost and high opportunity cost intensity increased predictive power, $\Delta R^2 = 0.24, \Delta F(2, 364) = 64.45, \text{FDR } q < 0.05$, and only low opportunity cost intensity was a significant predictor ($\beta = 0.48, \text{FDR } q < 0.05$). The inclusion of both low opportunity cost and high opportunity cost breakpoint did not increase predictive power, $\Delta R^2 = 0.01, \Delta F(2,
Table 1. Correlations and Confidence Intervals Among Primary Study Variables

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Age</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2. Female</td>
<td>0.06 [-0.04, 0.16]</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>3. DDQ-total</td>
<td>0.05 [-0.05, 0.15]</td>
<td>-0.32** [-0.41, -0.22]</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>4. DDQ-mild</td>
<td>0.02 [-0.08, 0.12]</td>
<td>-0.29 [-0.37, -0.19]</td>
<td>0.80** [0.76, 0.83]</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>5. DDQ-severe</td>
<td>0.05 [-0.05, 0.15]</td>
<td>-0.10 [-0.20, -0.00]</td>
<td>0.38** [0.29, 0.47]</td>
<td>0.13* [0.03, 0.23]</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>6. YAACQ-total</td>
<td>0.01 [-0.09, 0.11]</td>
<td>0.11* [0.01, 0.21]</td>
<td>0.36** [0.27, 0.44]</td>
<td>0.21** [0.11, 0.30]</td>
<td>0.13* [0.03, 0.22]</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>7. YAACQ-mild</td>
<td>-0.01 [-0.11, 0.09]</td>
<td>0.13* [0.03, 0.23]</td>
<td>0.31** [0.21, 0.39]</td>
<td>0.17** [0.07, 0.26]</td>
<td>0.14** [0.04, 0.23]</td>
<td>0.86** [0.83, 0.88]</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>8. YAACQ-severe</td>
<td>0.12* [0.02, 0.22]</td>
<td>0.00 [-0.10, 0.10]</td>
<td>0.29** [0.19, 0.38]</td>
<td>0.19** [0.09, 0.28]</td>
<td>0.08 [-0.02, 0.18]</td>
<td>0.58** [0.51, 0.64]</td>
<td>0.34** [0.25, 0.42]</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>9. LOC-APT AUC</td>
<td>0.07 [-0.03, 0.17]</td>
<td>-0.07 [-0.17, 0.03]</td>
<td>0.30** [0.21, 0.39]</td>
<td>0.27** [0.17, 0.36]</td>
<td>0.03 [-0.07, 0.13]</td>
<td>0.17** [0.07, 0.27]</td>
<td>0.18** [0.08, 0.28]</td>
<td>0.21** [0.11, 0.30]</td>
<td>–</td>
</tr>
<tr>
<td>10. HOC-APT AUC</td>
<td>-0.02 [-0.12, 0.08]</td>
<td>-0.05 [-0.15, 0.05]</td>
<td>0.30** [0.21, 0.39]</td>
<td>0.22** [0.13, 0.32]</td>
<td>0.15* [0.05, 0.24]</td>
<td>0.19** [0.09, 0.28]</td>
<td>0.17** [0.07, 0.27]</td>
<td>0.23** [0.13, 0.32]</td>
<td>0.60** [0.53, 0.66]</td>
</tr>
</tbody>
</table>

M and SD are used to represent mean and standard deviation, respectively. Values in square brackets indicate the 95% confidence interval for each correlation.

AUC, area under the curve; DDQ, Daily Drinking Questionnaire; HOC, high opportunity cost; LOC, low opportunity cost; YAACQ, Young Adult Alcohol Consequences Questionnaire. DDQ-mild = total drinks consumed on Friday and Saturday. DDQ-severe = total drinks consumed on Monday and Tuesday. YAACQ-mild = 10 lowest-difficulty items from an IRT model. YAACQ-severe = 10 highest-difficulty items from an IRT model.

*Indicates $p < 0.05$; **Indicates $p < 0.01$. 
Similarly, in prediction of YAACQ-total score, the inclusion of both low opportunity cost and high opportunity cost demand significantly increased predictive power, \( \Delta R^2 = 0.12, \Delta F(2, 363) = 25.68, FDR q < 0.05 \), and only low opportunity cost intensity was a significant predictor (\( \beta = 0.33, FDR q < 0.05 \)). The inclusion of both low opportunity cost and high opportunity cost cost breakpoint increased predictive power, \( \Delta R^2 = 0.02, \Delta F(2, 363) = 4.00, FDR q < 0.05 \), and only high opportunity cost cost breakpoint was a significant predictor (\( \beta = 0.18, FDR q < 0.05 \)). The inclusion of both low opportunity cost and high opportunity cost intensity increased predictive power, \( \Delta R^2 = 0.04, \Delta F(2, 302) = 7.09, FDR q < 0.05 \), and only low opportunity cost cost intensity was a significant predictor (\( \beta = -0.21, FDR q < 0.05 \)).

In prediction of the “YAACQ-mild” composite, the inclusion of both low opportunity cost and high opportunity cost demand significantly increased predictive power, \( \Delta R^2 = 0.05, \Delta F(2, 364) = 9.46, p < 0.001 \). The overall regression model was significant, \( R^2 = 0.08, F(5, 364) = 6.45, p < 0.001 \); however, only low opportunity cost demand \( \beta = 0.15, p = 0.02 \) was a significant individual predictor, and not constrained demand (\( \beta = 0.10, p = 0.13 \)).

This was probed further using the individual demand metrics, using the same covariates in the first step of each regression. The inclusion of both low opportunity cost and high opportunity cost intensity increased predictive power, \( \Delta R^2 = 0.09, \Delta F(2, 364) = 18.05, FDR q < 0.05 \), and only low opportunity cost intensity was a significant predictor (\( \beta = 0.27, FDR q < 0.05 \)). The inclusion of both low opportunity cost and high opportunity cost cost breakpoint increased predictive power, \( \Delta R^2 = 0.02, \Delta F(2, 364) = 4.77, FDR q < 0.05, \) but neither low opportunity cost nor high opportunity cost cost breakpoint was a significant predictor after.

**Young Adult Alcohol Consequences Questionnaire**

The inclusion of both low opportunity cost and high opportunity cost cost breakpoint increased predictive power, \( \Delta R^2 = 0.01, \Delta F(2, 303) = 0.26, FDR q > 0.05 \), and only high opportunity cost \( O_{\text{max}} \) (\( \beta = 0.17, FDR q < 0.05 \)) was a significant individual predictor. The inclusion of both low opportunity cost and high opportunity cost cost elasticity did not increase predictive power, \( \Delta R^2 < 0.01, \Delta F(2, 303) = 0.26, FDR q > 0.05 \).
FDR correction. The inclusion of both low opportunity cost and high opportunity cost \( O_{\text{max}} \) increased predictive power, \( \Delta R^2 = 0.04, \Delta F(2, 364) = 7.24, \text{ FDR } q < 0.05 \), and only high opportunity cost intensity was a significant predictor (\( \beta = 0.16, \text{ FDR } q < 0.05 \)). The inclusion of both low opportunity cost and high opportunity cost elasticity increased predictive power, \( \Delta R^2 = 0.04, \Delta F(2, 303) = 5.96, \text{ FDR } q < 0.05 \), and only low opportunity cost elasticity was a significant predictor (\( \beta = -0.19, \text{ FDR } q < 0.05 \)).

Similarly, in prediction of the “YAACQ-severe” composite, the joint inclusion of low opportunity cost and high opportunity cost demand significantly increased predictive power, \( \Delta R^2 = 0.06, \Delta F(2, 364) = 11.64, p < 0.001 \). The overall regression model was significant, \( R^2 = 0.07, F(5, 364) = 5.88, p < 0.001 \), but in contrast to “YAACQ-mild,” the effect of low opportunity cost demand was not significant (\( \beta = 0.10, p = 0.11 \)), and only constrained demand (\( \beta = 0.17, p = 0.008 \)) emerged as a significant individual predictor of “YAACQ-severe.” Full results from the a priori regression models are presented in Table 2.

This was probed further using the individual demand metrics, using the same covariates in the first step of each regression. The inclusion of both low opportunity cost and high opportunity cost intensity increased predictive power, \( \Delta R^2 = 0.11, \Delta F(2, 364) = 23.19, \text{ FDR } q < 0.05 \), and both low opportunity cost intensity (\( \beta = 0.24, \text{ FDR } q < 0.05 \)) and high opportunity cost intensity (\( \beta = 0.16, \text{ FDR } q < 0.05 \)) were significant individual predictors. The inclusion of both low opportunity cost and high opportunity cost breakpoint did not significantly increase predictive power, \( \Delta R^2 = 0.01, \Delta F(2, 364) = 2.71, \text{ FDR } q > 0.05 \); only high opportunity cost breakpoint was a significant predictor (\( \beta = 0.16, \text{ FDR } q < 0.05 \)). The inclusion of both low opportunity cost and high opportunity cost \( O_{\text{max}} \) increased predictive power, \( \Delta R^2 = 0.06, \Delta F(2, 364) = 12.73, \text{ FDR } q < 0.05 \), and only high opportunity cost \( O_{\text{max}} \) (\( \beta = 0.21, \text{ FDR } q < 0.05 \)) was a significant individual predictor. The inclusion of both low opportunity cost and high opportunity cost elasticity increased predictive power, \( \Delta R^2 = 0.03, \Delta F(2, 303) = 4.05, \text{ FDR } q < 0.05 \), and only low opportunity cost elasticity was a significant predictor (\( \beta = -0.16, \text{ FDR } q < 0.05 \)).

**DISCUSSION**

In this paper, we sought to understand the association between alcohol demand under different conditions and more or less severe patterns of alcohol use and consequences. Although alcohol demand is suppressed overall by the presence of a constraint, such as a next-day responsibility, demand under different conditions may be differentially informative for specific types of drinking patterns and alcohol problems. Indeed, we observed a sample-level suppression of alcohol demand through introduction of a next-day responsibility, which suggests, in line with prior work, the presence of a competing alternative (here, a next-day responsibility) serves to reduce alcohol demand (Gentile et al., 2012; Murphy et al., 2014). Low opportunity cost and high opportunity cost demand were also highly correlated with one another (\( r = 0.6 \)). As such, we observed that the shared variance between low opportunity cost and high opportunity cost demand was robustly related to each index of alcohol use and problems. This is consistent with a large literature on the connection between alcohol demand and alcohol use and problems (Kiselica et al., 2016).

Most importantly, the data analyses presented in this paper demonstrated that low opportunity cost and high opportunity cost alcohol demand each contain unique variance that is most related to different levels of severity of alcohol problems. This extends the existing literature on low
opportunity cost and high opportunity cost alcohol demand (Gentile et al., 2012; Gilbert et al., 2014; Murphy et al., 2014; Skidmore and Murphy, 2011). Previous research has convincingly demonstrated that standard alcohol demand indices (which do not specify the presence or absence of next-day responsibilities) uniquely predict alcohol problem severity, including predicting dependence symptoms among young adults (Bertholet et al., 2015), adult problem drinkers (MacKillop et al., 2010), drinking and driving (Teeters and Murphy, 2015; Teeters et al., 2014), and change in drinking over time (Dennhardt et al., 2015; Murphy et al. 2015). These associations tend to be significant above and beyond drinking level and differentiate problem outcomes within samples of heavy drinkers.

However, the current results add further nuance to these consistent findings. Specifically, these data demonstrate that low opportunity cost demand (drink purchases prior to a day with no significant responsibilities) was a better predictor of less severe (and more common) alcohol problems, such as hangovers or acting impulsively while under the influence, when directly compared to high opportunity cost demand (drink purchases prior to a day with a significant responsibility). On the other hand, high opportunity cost demand was a better unique predictor of drinking happening on the weekdays (Monday and Tuesday) and of much more severe alcohol problems, such as physiological dependence and compulsivity, most indicative of an “addiction”-like state where drinking is relatively less responsive to contextual events that serve to limit drinking for most drinkers. In particular, these results succinctly validate the high opportunity cost APT (alcohol demand in the face of something important the next day), as high opportunity cost demand uniquely predicted drinking on Monday and Tuesdays—days which most college students actually do have classes the next day, as opposed to drinking on Friday and Saturday, which are typically free of next-day classes. Furthermore, our results differed from what was observed when analyzing data using the most common total sum scores of alcohol use and problems scales. Using total scores, both low opportunity cost and high opportunity cost demand were significant predictors, suggesting that they each contained unique variance separate from one another in prediction of alcohol use and problems. By selecting items indicative of more and less severe alcohol use and problems, whose selection was informed by the results of IRT models, we were able to provide support for the construct validity and utility of the high opportunity cost demand index.

These overall demand effects were probed further through examination of individual demand indices. No single demand index followed the exact same pattern of results as did AUC (consistent with past work demonstrating AUC to be a unique metric derived from demand curves; Amlung et al., 2015). However, intensity and \( O_{\text{max}} \) most closely followed the pattern of AUC results, suggesting overall demand effects may be driven more by amplitude of demand than persistence of demand (MacKillop et al., 2009).

Furthermore, several interesting patterns for the individual demand metrics were observed and potentially shed new light on the nature of these demand indices.

Consistent with meta-analytic work (Kiselica et al., 2016), low opportunity cost intensity demonstrated the largest associations with alcohol use and problems of the demand indices, and was more closely aligned with drinking level than drinking consequences. Whereas the same meta-analysis (Kiselica et al., 2016) suggested breakpoint was less predictive of alcohol use and problems, the current work suggests specifically high opportunity cost breakpoint relative to low opportunity cost breakpoint is more predictive of both drinking level and problems. This result highlights that while overall breakpoint was reduced in the high opportunity cost APT, there was a proportional increase in variability in breakpoint under conditions of a next-day responsibility (i.e., motivation to have a single drink under maximum price and opportunity cost), and this may boost relations with alcohol use and problems. Conversely, high opportunity cost elasticity did not out-predict low opportunity cost elasticity, even in prediction of severe alcohol use and problems, diverging from other demand metrics. This suggests that low opportunity cost elasticity is already a more “difficult” indicator of alcohol demand, and adding a next-day responsibility proportionally decreases variability in elasticity due to floor effects. Thus, the current work also highlights that while correlated, demand indices from different APT versions have differential predictive value for predicting alcohol use and problems.

Clinically, alcohol demand has been linked to a variety of treatment-relevant outcomes and already has an evidence base of its clinical relevance (e.g., Bertholet et al., 2015; MacKillop et al., 2010; Teeters et al., 2014). These results add to this clinical relevance, as they indicate that among specifically alcohol-dependent populations, administering APTs including a constraint is likely to optimize the utility of the alcohol demand construct, as high opportunity cost demand better differentiates alcohol problems operating among individuals at the highest end of the latent alcohol problems continuum. Conversely, among lighter drinking populations, administering APTs without constraints is likely to optimize the utility of the alcohol demand construct in that population, as low opportunity cost demand better differentiates alcohol problems operating among individuals at the lower end of the latent alcohol problems continuum.

Additionally, the current results dovetail with Boness and colleagues (2019) findings demonstrating the difference in severity of individual items of alcohol problems measures among college students, supporting the idea that additional information can be gleaned from an item-level examination of our alcohol problems measures that is obscured by using a total sum score approach. Items relating to physiological dependence and compulsive use, for example, were shown to be most discriminatory among drinkers at the high end of theta (the latent dimension of alcohol problems defined by the IRT model). Similarly, our IRT modeling of the DDQ
provided quantitative evidence for what is already intuitively accepted among those studying young adult drinking—most drinking happens in a pattern whereby heavy drinking happens on weekends in a binge-episodic pattern and alcohol is rarely consumed during weekdays. Our results suggest, then, that counting the number of drinks consumed on low-frequency drinking days (such as Monday and Tuesday) indexes more severe drinking patterns, discriminating most among those with high total alcohol consumption. While these analyses do not suggest that alcohol use or problems lack unidimensionality, they do suggest that each item included in measurements of alcohol use or problems is not equally useful for all scenarios. In particular, these results have ramifications for research being conducted where the numbers of items that can be feasibly collected are limited (such as ecological momentary assessment); researchers should carefully consider the population (such as alcohol-dependent vs. lighter drinkers) and outcome (frequent/common alcohol problems, or infrequent/more severe alcohol problems) they desire to measure, and include items that will be maximally informative for those individuals and that process specifically.

Etiologically, these findings are very much in line with addiction as a BAD theory (Lamb and Ginsburg, 2018), which predicted that decisions surrounding substance use in the face of a constraint (or at the expense of an alternative) reflect a central feature of addiction. Although both APTs measure demand as a function of some constraint (price vs. price and next-day responsibility), demand under both price and next-day responsibility constraints was the better predictor of severe alcohol use and problems rather than traditional price-constrained-only demand. While both reflect alcohol demand, due to the differing contexts in the APTs, the process they serve as indicators of changes (low opportunity cost demand: milder-use alcohol valuation; high opportunity cost demand: more severe-use alcohol valuation). Interestingly, Murphy and colleagues (2014) demonstrated that a family history of alcohol misuse predicted reduced contextual sensitivity in the same APT paradigms employed here, raising the possibility that there may be a heritable propensity implicated in high opportunity cost demand that may link specifically to more severe-use factors.

Limitations and Future Directions

Some limitations of the current data do require comment. First, the younger age ($M = 18.8, SD = 1.0$) of this sample may affect the generalizability of these results to other samples. Although these college students were heavy drinkers (on average, 17+ drinks per week), the contextual factors influencing college student drinking (e.g., peer influence (Borsari and Carey, 2001), availability of alcohol (Chaloupka and Wescher, 1996; Kuo et al., 2003), and the illicit status of alcohol for minors) may affect the equivalency of alcohol problems experienced by college students versus adult drinkers. Second, though the reliability and validity of the standard APT have been well established through test–retest reliability and actual alcohol consumption in a laboratory bar setting (Amlung et al., 2012; Murphy et al., 2009, respectively), the reliability of the APT including a next-day responsibility (high opportunity cost) has not yet been demonstrated. However, as previously discussed, the current work makes a strong argument for the validity of the APT including a next-day responsibility. Future work can extend these findings by an application to substances other than alcohol. Cigarette (MacKillop et al., 2008), marijuana (Aston et al., 2015), and cocaine (Briner and Johnson, 2014) purchase tasks all exist and could similarly be adapted to include contextual constraints like the current work’s application of a next-day responsibility, and other constraints, such as having to drive after drinking, have been shown to suppress demand (Teeters and Murphy, 2015). Lastly, the order of the APTs in the current work was not randomized, and as such, future work should evaluate the serial ordering effects on responses in APTs.

These results also shed light on the difficulty in predicting low–base rate psychological phenomena, such as weekday drinking and severe alcohol problems. Generally, the amount of variance explained in the severe composites ($R^2 = 0.04$ for both DDQ and YAACQ) was smaller than might be encountered for total scores ($R^2 = 0.23$ and 0.08 for DDQ and YAACQ, respectively), which is intuitive from both a statistical and theoretical standpoint. Rarer events are more difficult to predict; as such, addiction science should utilize creative insights from other psychological subfields who commonly encounter low–base rate problems like suicidality or learning disabilities through use of gated screening (e.g., Compton et al., 2010) and other techniques.

In conclusion, the current work provides novel information about alcohol demand’s link to alcohol use and problems. Specifically, we found that high opportunity cost demand (reflecting sensitivity to both price and next-day responsibilities) was uniquely predictive of less common alcohol use (drinking on the weekdays) and more severe problems (such as withdrawal and foregoing alternative activities), whereas low opportunity cost demand (reflecting only price sensitivity) was uniquely predictive of more common alcohol use (drinking on weekends) and milder problems (such as binging and hangovers). This work is in line with behavioral economic theory of addiction and the conceptualization of addiction as a BAD.
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**Table S1.** Correlations and confidence intervals among mild and severe item sets of the DDQ and YAACQ with standard YAACQ subscales.